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Executive Summary

The NITI Aayog working document on “Enforcement Mechanisms for Responsible #AIforAll” advocates a flexible and context-specific, risk-based approach to regulating AI which is to be effectuated by an oversight body. The document argues that a one-size-fits-all approach is not sustainable in the light of the rapid growth of AI in the past few years, across diverse industries and sectors in India.

The working document suggests that the oversight body would work in an advisory capacity with sectoral regulators, since existing regulatory mechanisms are best placed to enforce rules. The functions of the oversight body would include monitoring and updating the principles of responsible AI (identified by the NITI Aayog in a previous working document “Towards responsible #AIforAll”); clarifying what responsible behaviour entails (by leveraging existing standards and developing guidelines); and co-ordinating with sectoral regulators (including helping them identify risks with the use of AI). While an ‘ethical committee’ will review the use of AI by public authorities, private sector actors will be allowed to self-regulate, except in cases deemed high-risk, where adherence mechanisms will be mandated by the oversight body in consultation with sectoral regulators.

The proposed oversight advisory body will be formed as a multidisciplinary ‘Council for Ethics and Technology’. The council will consist of experts from different fields as well as representatives from industry, standard setting bodies and civil society.

Our response to the NITI Aayog’s working document “Enforcement Mechanisms for Responsible #AIforAll” is organised in three parts: part I examines risk-based and principle-based approaches to the regulation of AI, and considers these with regard to alternative and complementary frameworks and approaches; part II examines the role of the oversight
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body; and part III focuses on the need for upstream management of technological innovation and the role of responsible innovation with regard to AI.

The adoption of risk-based approaches for regulating AI has found purchase across a number of jurisdictions globally. Risk-based approaches allow for flexibility and economise regulatory attention to cases deemed as high-risk with a high probability of risks occurring. However, they can also create regulatory blind spots with regard to disparate impacts on vulnerable populations and systemic risks. In part I, we argue that risk-based approaches must not be viewed as neutral policy instruments. Instead, they should be seen as a complex set of choices regarding which risks will be prioritised, and the degree of risks that will be tolerated. These choices are grounded in values and cannot be resolved through objective assessments alone.

Risk-based regulatory approaches to AI also face methodological and epistemic challenges. For instance, not all AI risks may be amenable to categorisation of low, medium and high thresholds. Though some risks of AI may have a low impact, their cumulative effect could be overwhelming. Secondly, risk-based approaches based on the principle of welfare maximisation are not equipped to safeguard against the disproportionate impact of AI harm on minorities and marginalised populations.

Therefore, for a risk-based approach to be effective, regulators must be explicit about the criteria of selection of the risks to be regulated as well as the risk appetites. Furthermore, the selection of risks must make room for open and transparent public deliberation, as even the lowest relative risk may not be equal to acceptable risk for all stakeholders. Secondly, any form of risk-based calculation should prioritise and uphold constitutionally guaranteed rights and liberties, and place greater weight on the disproportionate impact of AI on vulnerable populations.

We also note that while risk-based approaches can remedy ham-fisted regulatory interventions and promote innovation, they must be combined
with complementary approaches which can address some of the more egregious harm and systemic impacts of AI. Several existing legal frameworks can also be extended to address the governance of AI alongside risk.

For example, India has developed a jurisprudence around the precautionary principle in the environmental sector, which says that scientific evidence is not necessary for regulatory intervention where there is a threat of serious and irreversible damage. Under the discussion of the precautionary principle we note that the principle’s malleability is well suited to address the unpredictability of the risks of AI as well.

Similarly, a product liability framework, which we see as one part of AI governance, could also function alongside a risk-based regime. Fault-based liability is currently not totally appropriate for AI products and services. This could be remedied with suitable tweaks and amendments. We suggest that India, like the EU, should study the failings of the Consumer Protection Act with regard to AI products and services, and suggest how it could be remedied.

Finally, the evolving frameworks for AI impacts assessments can provide much needed oversight in the process of AI deployment, and can help identify points of regulatory intervention through multiple iterative cycles of AI development and deployment.

Part II examines the origins of regulatory oversight bodies and compares NITI Aayog’s proposed institutional framework with those of other similar oversight bodies. We argue that India requires a strong regulatory body to steer the regulation of AI (as well as other emerging tech), as the present regulatory landscape has critical lacunae. We recommend that the NITI Aayog should reconsider the proposal that the oversight body is to perform only an advisory function. We also point out that the working document fails to provide key information on the location of the oversight body; information that one would need to understand the extent of the body’s influence as well as its independence. We also urge the NITI Aayog to include mechanisms to secure measures for transparency, accountability and consultation which are currently lacking.
Lastly, part III makes a case for **upstream governance of AI**. The Responsible Research and Innovation (RRI) framework is a useful way of thinking through non-consequentialist framings of responsibility. RRI has been interpreted by scholars to include product and process dimensions. Product dimension explores how the innovation process can be engineered to not only mitigate risks to locally evolved values (such as the principles for responsible AI) but actively promote them. The process dimension seeks to incorporate public engagement suitably early in the innovation process to have meaningful impact. Both these dimensions, we posit, should find resonance within the regulatory landscape of emerging tech and the functions of the oversight body. **We agree with the sentiment of RRI that rolling back of technology is next to impossible, therefore anticipatory governance focused upstream is necessary.**

We applaud the NITI Aayog for producing the document on ‘Towards Responsible AI for All’ and initiating a conversation around Responsible AI. To close, we would like to draw attention to a few additional points motivated by this document.

- Responsible AI is not only about beneficial applications, or reducing harmful effects of existing applications, but also about where, if at all, AI should be applied. A responsible AI strategy must thus include considerations of where to apply AI, not just how to apply it responsibly.

- The indiscriminate uptake of artificial intelligence should not be promoted. Strategy should not be adoption-driven, but problem-driven. AI solutions to problems must be evaluated against non-AI approaches.

- It is essential to place public interest, the protection of individual rights, non-discrimination, and equal access to resources and participation at the core of any strategy on AI.

- Adoption challenges are not the same as harm and risks. The framing of challenges as harm, gives the false notion that once the challenges have been overcome through quick fixes and technical solutions, industry or government should be able to move ahead with adoption. In our understanding, challenges are related to roadblocks in adoption such as infrastructural gaps, lack of human resource and institutional gaps in
building, developing and deploying AI. What the document identifies as challenges are actually deep-seated societal risks in the nature of AI use today.

- Current legal and technical solutions are likely to be inadequate to govern AI. Current legal frameworks do not provide adequate protection for individuals. The Personal Data Protection Bill, for example does not take into consideration the issues related to inferential data. The focus on individual data protection is also inadequate for AI systems which are based on aggregated data. Equally, technological techniques are likely to out-compete one another - for example, while anonymisation was seen as a way to protect individual privacy, new advances in ML are already rendering it obsolete.

- We need to place moratoriums on potentially dangerous uses such as the use of facial recognition for instance, the use of facial recognition for behaviour profiling, surveillance and discrimination.

- There should be mandatory disclosure of any algorithmic decision-making systems used in the public sector. The self-assessment guide merely makes a mention of public auditing of AI systems but does not consider the significance of active disclosure around its deployment. To achieve transparency and accountability in the use of assessment frameworks, the results of assessments should also be made public through the establishment of public registers. Mandatory disclosure of algorithmic decision-making systems and impact assessments used in the public sector are vital to the functioning of a healthy democracy and ensuring transparency and accountability.
Risk-based approaches to AI governance
Part 01

Risk-based approaches to AI governance

1.1 Brief overview of risk-based regulations with respect to AI

The governance of AI is an emerging issue in many jurisdictions globally, where regulation is considered necessary both to encourage innovation and manage associated risks. While high-level principles have been promulgated by supra-national institutions as well as private consortiums such as the OECD and the Partnership for AI (PAI), jurisdictions such the EU and US have also proposed risk-based regulations for AI governance.

In February 2020 the European Union published its White Paper on Artificial Intelligence - A European approach to excellence and trust. The White Paper outlines the EU’s approach to a regulatory framework for AI. In its proposed approach, the Commission differentiates between ‘high-risk’ and ‘non-high-risk’ AI applications. Only high-risk applications should be in the scope of a future EU regulatory framework. Similarly, in January 2020, the US government also released draft rules - “Guidance for Regulation of Artificial Intelligence Applications” which advocates a risk-based approach to AI regulation. The document states that while some risks are acceptable, AI applications which pose “unacceptable harm, or harm with greater harm than benefits” can be regulated.

Thus, the NITI Aayog’s proposal for the adoption of a flexible risk-based approach (RBA) must also be seen as part of a wider trend amongst regulators to adopt this approach. While the RBA is increasingly being applied to AI governance, the approach itself is not new. Models of risk-based regulations are spread across diverse sectors and jurisdictions in
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the world. For instance, risk-based regulatory approaches have been widely adopted in the financial sector in jurisdictions such as the US, UK, Canada and Australia. Risk-based regulations also have a long history in several other domains, such as environment and food safety, healthcare and education.

The application of the approach in different sectors provides important lessons highlighting the benefits and challenges of the approach. In this section we examine the contours of a risk-based approach and its benefits and challenges with respect to AI governance.

1.2 Risk-based regulations: Benefits and rationale for adoption

A risk-based regulatory approach can be defined as a “commitment to a sophisticated form of prioritisation resulting in an approach to applying regulation proportionately to the risk posed by the activities of an organization”. Julia Black, Professor of Law at the London School of Economics, argues that in its idealised form, risk-based regulation offers an ‘evidence-based means of targeting the use of resources and of prioritising attention to the highest risks in accordance with a transparent, systematic, and defensible framework’. While these definitions provide a working understanding of the approach, in reality, risk-based regulations embrace a broad range of approaches and techniques. As noted by sociologist Bridget M Hutter, RBA can refer to an ‘entire perspective of governance, while also referring to the piecemeal adoption of risk-based tools and an uneven use of the language and rhetoric of risk’. However, at the very minimum, RBA involves the adoption of technical risk-based tools such as cost-benefit

5 Black, J. (2004). The development of risk based regulation in financial services: Canada, the UK and Australia. ESRC Centre for the Analysis of Risk and Regulation Research Report.


Risk-based approaches are often contrasted with rules-based approaches. In fact, as the literature on the historical dimensions of risk-based approaches points out, risk-based regulations (as well as the concomitant development of arms-length regulatory bodies) have emerged in direct opposition to the rules-based frameworks followed before, particularly in advanced economies such as the UK and US in the 1980s. By focusing on risks rather than rules (which may be difficult to apply in every given situation), a risk-based approach allows regulators to be selective. According to Black, ‘selection’ itself is not unique or new, but by relying on cost-benefit analysis, risk-based frameworks allow this selection to be made explicit and provide a framework of analysis in which selections can be made.

The benefits of the move away from a rules-based approach to a more flexible risk-based approach has been validated by some research. For instance, in recent times, research conducted by the Centre for European Policy Studies on the multi-faceted relationship between (EU) regulation and innovation in the economy, has found that ‘regulation can (indeed) at times be a powerful stimulus to innovation. However, more prescriptive regulation tends to hamper innovative activity, whereas the more flexible regulation is, the better innovation can be stimulated. Lower compliance and red-tape burdens have a positive effect on innovation.’ Similarly, in the environmental sector, movement away from rules to a more flexible risk-based approach created incentives towards the development of technical risk-assessment capabilities amongst owners of contaminated sites.

Hutter and Black have identified several reasons, apart from providing flexibility, why governments and regulatory institutions have taken to RBA.

11 ibid
14 Peikmans, J., & Renda, A. (2014). Does EU regulation hinder or stimulate innovation?
One perceived benefit is that RBA can economise regulatory burden and make better use of limited funds by targeting activities that pose the highest risk, which in turn can lower burdens for a variety of lower-risk sectors and firms. Lowering burdens can then improve compliance and allow firms to benefit from a more level playing field. Second is the perceived objectivity of the cost-benefit analysis model. According to Black, risk-based tools are seen as efficient instruments for making policy choices and aiding decision-making. They are regarded as particularly helpful in resolving any conflict between differing interest groups when determining appropriate levels of risk management. Their objectivity and transparency could be used to explain the allocation of resources in a way which was well tested and trusted by the business community.\textsuperscript{16}

A third, more implicit reason behind adopting risk-based approaches, is to maintain and convey legitimacy. As Black notes, ‘risk management’ and ‘risk-based’ approaches combine a sense of strategy and control which can be politically compelling.\textsuperscript{17} Similarly, Hutter also argues that RBA enables regulators to demonstrate objectivity, and objectively demonstrate the steps taken to calculate and manage risks.\textsuperscript{18}

However, a risk-based approach is not without its challenges. Despite its widespread endorsement, the application of the risk-based approach has also led to regulatory failures. One of the most prominent examples of the failure of risk-based regulations is the 2007–2009 financial crisis, which was partly a result of implementation challenges and partly because of an excessive regulatory focus on individual institution risk rather than systemic risk.\textsuperscript{19} Challenges to risk-based approaches come from both intrinsic and extrinsic factors, which not only have to do with the categorical lens of risk, but also the institutional and regulatory contexts in which these are mired.

\textsuperscript{16} Supra note 13.
\textsuperscript{17} Supra note 6.
\textsuperscript{18} Supra note 12.
1.3 Challenges of risk-based regulations for AI

A risk-based approach may provide a valuable entry point to ascertain a regime of flexible and differentiated regulations, where not all AI applications or sectors are regulated alike. However, the adoption of such a framework would still require safeguards to protect vulnerable communities and groups. Similarly, the approach needs safeguards to ensure transparency and accountability in determining what are acceptable risks and which risks to regulate and ensure that institutional risks are not prioritised over societal risks.

Some of the key challenges and issues related to risk-based approaches, particularly with respect to AI, are:

1.3.1 Risk-based approaches entail choosing between competing priorities and values

An analysis of RBA across countries shows that not every country/ geography adopts the approach evenly, or in the same way. While there are commonalities to adoption of risk-based frameworks, much depends on the ‘fit’ of the approach to the character of the polity. Each aspect of a risk-based framework involves a complex set of choices. In elaborating the commonalities between different risk-based frameworks, Black notes that, apart from determining the question of which risks to regulate (i.e., risk to society, risk to minorities, risks to the economy, environmental risks) and where they will prioritise their attention, regulators also have to determine their own risk appetite—what type of risks are they prepared to tolerate and at what level?

Thus, Black notes, ‘at the heart of risk regulation is the very difficult issue of determining what is an acceptable risk or acceptable cost.’ These determinations are often driven by politics and power rather
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than evidence alone. For example, Jasanoff notes that during the GMO debates, both the US and EU took widely different approaches to regulation.

While US regulators considered genetically modified foods safe and a non-issue, EU regulators took the opposite stance. According to Jasanoff, the trustworthiness of science in each policy context flows not so much from science’s transcendental claim to delivering the truth as from the production and deployment of scientific knowledge within particular traditions of garnering credibility and maintaining trust.

Hutter also notes that the institutional landscape of regulation changed with the adoption of risk-based approaches. From sector-based regulation we began to witness more domain-specific regulation which requires umbrella agencies to act as super-regulators. The difficulty with coordinating activities across agencies from a singular standpoint of risk is that different agencies may employ different regulatory approaches that may not complement each other; some may even oppose a risk-based approach.

1.3.2 Risk-based approaches fail to account for distributional justice

AI’s disparate impacts make it difficult to adjudicate between competing priorities. The risks of AI are differentially distributed and there is substantial evidence that ML algorithms impact minorities, women, and other protected classes disproportionately. For instance, facial recognition programmes are more likely to misidentify people with darker skin; using AI to assess employability could provide lower scores to women who graduated from women’s colleges or who participated in

---

22 Supra note 13.
24 Supra note 12.
women’s sports. AI has falsely flagged minority groups as being more likely to be recidivists than whites. Not all AI risks may be amenable to categorisation of low, medium and high thresholds. Though some risks of AI may have low impacts, their cumulative effects could be overwhelming.

Along with disparate impacts, the technological gains from AI may also not be distributed equally. For instance, capital and efficiency gains from the use of AI in enterprises may not trickle down to employees. However, as Eidenmüller notes, welfare maximisation has become a mainstream goal of AI regulation. The problem with cost-benefit analysis and the utilitarian logic of welfare maximisation is that welfare is difficult to calculate. In maximising welfare and minimising the risks, a purely utilitarian logic is likely to give less weight to risks borne by minorities, and marginalised populations, who might however need it the most.

Further, the utilitarian logic of welfare does not engage with distributional justice and is narrowly concerned with the maximisation of welfare (of some). Optimising AI for maximum efficiency gains using a utilitarian lens does not indicate how those efficiency gains will be redistributed or predict the outcomes of differential risks. Even a consideration of human rights is contingent on whether or not they maximise welfare; within this framework human rights do not hold value as an independent goal.

1.3.3 Reliance on risk-based analysis can also lead to excessive risk-taking and provide a false illusion of control

Risk-based analysis centres around the quantification of risks. Quantification implies that risk can be predicted and controlled. However,
in the research on the failure of the Taurus project in the UK, H Drummond, Professor of Decision Sciences, University of Liverpool, notes that, ‘risk analysis and other managerial techniques, instead of reducing uncertainty, may actually facilitate escalation (of risks) by fostering an illusion of control.’ Similarly, regarding the 2008 financial crisis, legal scholar Julie Cohen notes that reliance on risk-assessment and risk-management discourses can induce unwarranted complacency, and can also encourage excessive risk-taking. Prior to 2008, banks became too confident in their analysis of risks and strategies of risk-management, which led to excessive risk-taking, resulting in the crash.

According to Rothstein et. al., risk-based regulations can be expected to face epistemic challenges. Regulation often asks questions of science, which science is not in a sufficiently advanced state to answer. Such issues create considerable scope for regulatory uncertainty and conflict.

While this has been witnessed in other sectors, such epistemic challenges are likely to be felt even more with AI. Artificial intelligence as a field is constantly evolving - the discovery of new AI risks have accompanied the growth of new techniques and applications of AI.

Risk-based regulatory measures for AI can be more forward-looking and anticipatory than rules-based approaches, but the inability to identify unexpected risks will not leave adequate provisions in place to protect against unforeseen harm. Using risk-based logic to make decisions at the edge of scientific understanding may impart a false sense of security, masking uncertainties that may then be overlooked.

1.3.4 Risk-based approaches divert attention from societal risks towards institutional risks

Research shows that regulators are not merely optimising for societal risks (such as threat to privacy, discrimination, inequality etc.), but the adoption
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of risk-based approaches are in fact also aimed at reducing institutional risks. According to Rothstein et al., enforcement failures, liabilities and damage to reputation can create problems for regulatory decision-making and even threaten the legitimacy of regulatory organisations. Thus, risk-based regulation also accounts for risk to the regulatory institution, in addition to societal risks.

A risk-based approach may also have the unintended consequence of focusing policy attention on problems that carry high institutional risks for the regulator at the expense of those that carry high risks to society. Rothstein et al., give the example of train accidents versus road accidents. Even though statistically car accidents result in far more deaths than train-wrecks, public outcry and political fallout from train accidents are far greater. Therefore, regulators often pay more attention to the latter. The adoption of the activity-based costing and management system (also known as ABC/M) in environmental regulation is also a case in point - regulators throughout the world adopted it because it gave them a defensible basis for their actions and implementation was straightforward.

The introduction of flexibility into the system also creates its own challenges. For instance, the introduction of flexibility with regard to environment protection and chemical contamination regulations led to endless debates about how clean is clean enough. Thus, increased flexibility in the face of scientific uncertainty created challenges for the regulators charged with verifying how clean is clean.

Therefore we recommend that with regard to risk-based regulations, the selection criteria for risks should made more explicit and clear. The selection of risks must incorporate open and transparent public deliberation processes, for even the lowest relative risk may not be equal to acceptable risk for all stakeholders.

34 Ibid.
36 Ibid.
We also recommend that the NITI Aayog considers fortifying a risk-based approach with other complementary frameworks and legal procedures, which could help overcome regulatory blindspots with regard to systemic risks (for instance, impact on the environment). It should also expand the category of risks to include qualitative considerations of redistributive justice, human rights and constitutional principles.

Ultimately, the purpose of AI governance should not be to merely spur innovation and economic growth, but to advance equitable and sustainable technological transitions.

1.4 Other approaches and measures for AI governance

In recent years, both civil society and academia have put forward multiple frameworks and perspectives for the governance of AI. Some of these frameworks, such as international human rights law, can be viewed as alternative approaches, whereas others, such as the precautionary principle, already sit within a risk-based approach. In this section, we provide a brief overview of some of the proposed frameworks for the governance of AI; elements of these approaches should be considered further by the NITI Aayog as alternatives and additions to the risk-based approach.

1.4.1 Precautionary principle

The precautionary principle is part of a risk-based approach to regulation, falling at the more risk-averse end of the spectrum. The principle is most often applied to environmental regulation, but holds important lessons for emerging tech. Many of the problems faced by AI regulation are also faced by the environmental sector, particularly unpredictability and consequently the lack of conclusive scientific evidence. The principle presents us with an opportunity to institute a ‘stop and think’ mechanism in the regulation of a sector where the slogan ‘move fast and break things’ has become unsustainable. It allows regulators to intervene and discuss evidence even if it is inconclusive, rather than wait and watch for harm to occur.

In regulatory practice, there have largely been two ways of approaching
uncertainties - through cost-benefit analysis or precautionary principle. Legal scholars like Cass Sunstein say that under the former approach, only in case of potential catastrophes or worst-case scenarios where risk cannot be assigned and there are great uncertainties, should a precautious maximin rule be applied, and the worst case scenario eliminated.\(^\text{38}\)

Proponents of the precautionary principle on the other hand explains Douglas Kyser, “Emphasize the limits of human knowledge and the frequency of unpleasant surprises from technology and industrial development; thus, they advocate an ex-ante governmental stance of precaution whenever a proposed activity meets some threshold possibility of causing severe harm to human health or the environment.”\(^\text{39}\) The use of the precautionary principle in the environmental sector has been criticised for preventing firms from pursuing more innovative methods to limit the level of pollution. However, it has been argued that risk expresses “human life, endangered species, old-growth forests, and other protected subjects of environmental, health, and safety law” in terms of monetary value, and this begs serious ethical questions.\(^\text{40}\)

The kinds of costs that the precautionary principle accounts for are also more broad-based as it is concerned with the dynamic, inter-generational costs, rather than merely static welfare-maximisation.\(^\text{41}\)

The Supreme Court of India, in Vellore Citizen Forum v. Union of India has held that, “Where there are threats of serious and irreversible damage, lack of scientific certainty should not be used as a reason for postponing measures to prevent environmental degradation” and further the “onus of proof” is on the actor or developer or industrialist to show the actions


\(^\text{40}\) Ibid.

\(^\text{41}\) Author does admit that interest groups that traditionally supported cost-benefit analysis (conservative, anti-regulatory groups) and those that opposed cost-benefit analysis (progressive groups) are both using cost-benefit analysis to buttress their views on regulation. Livermore, M. A., & Revesz, R. L. (2014). Environmental law and economics. Oxford Handbook of Law and Economics. Oxford University Press (Forthcoming).
are environmentally benign.”42 The National Green Tribunal has used the precautionary principle on the basis of scientific data on the risk to human health and the environment, although they may have been inconclusive, tentative or in dispute.43

AI can potentially cause widespread harm (including risk lives, fundamental rights, social structures and institutions etc.) either deliberately (in unethical ways) or accidentally (when systems behave in unintended ways). But there are also structural, cumulative risks from AI that are difficult to detect and thus predict.44 This unforeseeability of AI must be highlighted.45 Thus there are well-justified reasons to apply the precautionary principle to risky applications of AI, even if the data are inconclusive, tentative or in dispute, when human lives, rights and the very fabric of society are at stake. Therefore, one way out of the policy paralysis induced by the uncertainties of AI, is by using the precautionary principle.46 Once a technology is rolled out it becomes intractable and irrevocable due to a number of factors including the high cost of shifting to alternatives and the reluctance of users to adopt new technologies once they become accustomed to existing ones. Therefore, it is important to apply the precautionary principle suitably early in the causal chain.47

Scholars have been cautious of employing the precautionary principle in all cases. For one, it is an open principle and can lead to arbitrary decisions. Further, it has traditionally been applied to protect and preserve specific

subjects – the Ozone layer, North Sea, biodiversity, etc. and its application to emerging tech can be tricky. However, there is a spectrum when it comes to the precautionary principle. Under the strong version of the principle all activities are banned unless it can be shown that there is no harm to the environment or public health. Pesticide regulation in the United States, for example, uses the strong version of the precautionary principle. Accordingly, manufacturers have to demonstrate that pesticide residue will not cause harm if they are to be allowed in food products. A weak version of the precautionary principle allows the regulator to take precautionary measures based on risks to the environment but does not require it to respond. An example of the weak version of the precautionary principle is the Rio Declaration 1992, which states that, “…where there are threats of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost effective measures to prevent environmental degradation.” Both versions of the principle allow the state to regulate in the face of scientific uncertainty. Gregory N. Mandel and James Thuo Gathii note that there is also a moderate form of the precautionary principle that functions more like a norm than a strict legal obligation, and which creates a political space for the discussion on the impacts on health, environment etc.

Astra Taylor and Meredith Whittaker emphasise that we have to think beyond technocratic, market-based solutions (such as anti-trust solutions

48 Ibid.
49 Mirit Shamir et al., The application of fuzzy logic to the precautionary Principle, Artif Intell Law (2007) 15:411–427. “The Wingspread statement is an oft cited example of a strong precautionary principle. The statement notes that, “When an activity raises threats of harm to human health or the environment, precautionary measures should be taken even if some cause-and-effect relationships are not fully established scientifically. In this context the proponent of an activity, rather than the public, should bear the burden of proof.” Most versions of a strong precautionary principle are not so severe. The principle effectiveness is rather because it shifts the burden of proof away from the state. Noah M. Sachs, Rescuing the Precautionary Principle from its Critics, Illinois L. Rev 1285- 1138 (2011).
to break up Big Tech) or individualistic solutions (for example, boycotting apps and services) when addressing issues of social justice that are amplified by technologies like AI. To effect a transformative change, reform to the status quo through incremental policy change and amendments to the law should go hand in hand with more radical abolitionist measures. For instance, there have been arguments and efforts to ban facial recognition altogether and not just regulate its use. Facial recognition tech is not just harmful to individual privacy it also polices vulnerable communities and has a chilling effect on society that can endanger democratic values and mechanisms. Most of the opposition to facial recognition is focused on its use by law enforcement agencies. However, it’s a quick slip from the widely touted safety reasons for the use of facial recognition tech (eg., to trace missing children or securely unlock a phone), to uses which are antagonistic to individual and group rights. Therefore there have been demands for a moratorium on its use. The precautionary principle can become a useful instrument to articulate the threshold of control of AI tools whose social costs outweigh the benefits. In certain cases, such as the use of facial recognition, the precautionary principle can act as a “stop and think” mechanism allowing policy makers and the public to deliberate on the effects of the technology before deciding on whether to continue its development or dissemination at all. In other cases it can empower the regulator to intervene if it feels, for instance, constitutionally protected rights are at risk. Because of its spectrum of application, the NITI Aayog should consider how it can couch the enforcement of AI principles within the precautionary principle’s jurisprudential structure. Such an approach can be designed to incentivise private actors to disclose risks of their technology to regulators, by shifting on to them the burden of proof of no harm. This is a much-needed input for the functioning of an oversight body like the Council for Ethics and Technology.

52 Demystifying Big Tech with Meredith Whittaker


1.4.2 Human rights approach

Many within civil society want a human-rights based approach to regulating AI, as opposed to purely normative principles-based approaches and broad ethical guidelines. According to Mark Latonero, the proliferation of AI principles in the past few years signals a crisis of legitimacy of governing institutions, which could have negative ramifications on a global scale. In this regard, he suggests ‘human rights law can stabilize AI governance if framed as an anchor to guide AI usage’.\(^{55}\) Further, Latonero argues, for AI to serve any kind of greater good, the minimum requirement would be to not harm fundamental human rights and values.\(^{56}\)

Critiquing the development of principle-based frameworks for AI governance, a report by Article 19, a human rights organisation, notes that the key issue with normative approaches reliant on broad principles is that they are not actionable. AI principles often lack ‘concrete and narrowly defined language, and have failed to develop ‘independent oversight or enforcement mechanisms’.\(^{57}\) In contrast, a human rights-based approach identifies “rights holders (people who use or are affected by technologies) and duty bearers (companies or governments deploying said technologies).” It is a universal set of principles, has binding effect, and is based on the rule of law. It draws on an internationally recognised system of law that defines both business and state responsibility and the specific standards they must adhere to. This means that rights, reasonable restrictions, their status under law and implementation in practice, are anchored in a system that is verifiable, specific, and detailed.\(^{58}\)

McGregor et. al., argue that the human rights approach is valuable because it is already cognizant of the nexus that can develop between state and industry interests. The United Nations Guiding Principles on Business and


\(^{56}\) Ibid.

\(^{57}\) Article 19. Governance with teeth: How human rights can strengthen FAT and ethics initiatives on artificial intelligence, April 2019.

\(^{58}\) Ibid.
Human Rights (UNGPs) recognise the possibility of states shirking their obligations under international law by contracting with private actors, and provide mechanisms to ensure the protection and fulfillment of human rights obligations.\(^{59}\) However, they note, that while states are obligated to prevent human rights violations, private companies and organisations are not. This is a problem in the context of AI, as the greatest amount of AI development and deployment are concentrated in the private sector. The fact that global businesses operate across multiple jurisdictions inevitably gives rise to regulatory and enforcement gaps and inconsistencies. Stark et. al. highlight some of the criticisms of the approach, particularly the critique that the ‘minimum standards’ requirement of human rights does not account for distributive and relational justice and equality.\(^{60}\)

### 1.4.3 Algorithmic impact assessments

The wide-scale adoption and deployment of algorithmic systems in recent times has led to a rise in calls for transparency and accountability with respect to AI, particularly in the case of algorithmic decision-making. Increasingly, algorithmic impact assessments are being proposed as a mechanism for ensuring algorithmic accountability. For instance, the Canadian Government has developed an algorithmic impact assessment framework which is required to be used by government agencies that employ algorithms.

Similarly, the Algorithmic Accountability Act 2019 introduced in the US congress, also requires large companies to conduct impact assessments of automated decision systems. While algorithmic impact assessments are being proposed and developed by several countries and organisations, impact assessments are not restricted to the AI sector alone. For example, the GDPR, aside from a long history in the environment sector, has in recent times also mandated privacy impact assessment.
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AINow’s response to the EU white paper notes that, rather than build a regulatory framework based on a rigid threshold between low and high risks, regulations on AI should be centred on the impact of AI. This is because there is a high level of discretion in deciding what counts as a risky application. Further, AI systems can produce predictions, classifications, and decisions that may appear inconsequential at the time, but can have lasting effects on people’s lives, especially if they are used in assessments or means-testing in the future. Therefore, they argue that the threshold condition for regulatory intervention in AI should be determined by the nature of the impact and the particular effects of the technology, irrespective of the sector in which they are being used.

**Impact-based assessments of AI can also help identify a wider range of risks,** particularly those that are felt at a societal and environmental level, rather than just individuated risks of particular products and services. *Even if risk-based approaches serve as an entry-point to assess and identify high-risk cases,* “algorithmic impact assessments” (AIA) *should be conducted to support democratic participation and accountability for the decisions of whether and how AI or algorithmic decision systems should be used.*

However, according to Moss et. al., there are still several open questions about algorithmic impact assessments. For instance, they note, what counts as an impact is non-obvious and **different types of impact come into focus depending on when an assessment occurs.** While impact assessments are still being deliberated and shaped with regard to AI, they can be beneficially applied for both ex-ante and ex-post monitoring of AI applications. The method, as Moss et. al. note, is more attuned to the process of iterative development as well as deployment of AI, as the impacts that are discernible at the design and specification phase of a project are different from the impacts that become visible in other phases. **Further, post-deployment impact assessments may be most useful as a form of transparency for technical or historical records.**
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1.4.4 **Product liability frameworks**

Product liability regimes are useful instruments to protect consumers once a product enters the market. However, fault-based liability regimes, as traditionally constructed, do not translate well when applied to AI products. Over the past few years scholars and policymakers have been engaged in thinking about how these frameworks can be moulded to address issues arising from tech like AI.

In India, The Consumer Protection Act, 2019 which is set to replace the 1986 Act makes major additions to the product liability regime in the country. The new Act defines product liability as “the responsibility of a product manufacturer or product seller, of any product or service, to compensate for any harm caused to a consumer by such defective product manufactured or sold or by deficiency in services relating thereto.”

According to the Act an aggrieved party has cause of action against the product manufacturer, product seller or product service provider as the case maybe, if harm was suffered. Harm includes damage to property, bodily harm, and mental agony. Indian courts, however, have been reluctant to award damages for mental trauma and distress. Harm under the Consumer Protection Act also needs to be opened up to include violation of dignitary rights and human rights. Further the plaintiff has to show that the harm was related to a defect in the product or design, inadequate instructions or warnings, lack of reasonable care, negligence, etc. Apart from the Consumer Protection Act, The Motor Vehicles Act, Bureau of Indian Standards Act, Drugs Act read with Medical Devices Rules 2017, all give the regulator body the power to recall defective products.

The lack of transparency and explainability, and the inherent nature of the
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functioning of AI systems, can make it difficult for plaintiffs to establish a causal link between defect and damage that product liability requires. The AI Now Institute notes that harm from AI systems “are rarely because of the physical or technical product features alone. More often they stem from a lack of a safety culture around human-machine interactions, inadequate specifications in the engineering development process, or a lack of empirically verified safety assurances.”

The way autonomous systems operate means that harm is not always predictable or foreseeable. Moreover, harm need not arise because of defects in the product, but as a result of the AI’s probabilistic assumptions. One way around this is to treat these systems as artificial persons with moral agency but, as Karni A. Chagal-Feferkorn argues, autonomy is a troublesome classifier and can lead to absurd and inconsistent results.

Another approach could be to impose strict liability for AI products that holds the producer or service provider liable even when there is no fault established. However, since multiple actors are involved in the development of AI systems, ascribing fault to one producer, service provider etc., can be difficult. To overcome the ‘many hands problem’ of AI, some have suggested collective responsibility, where resources of the many actors involved in creating the AI product are pooled to compensate those harmed. Since the threshold of compensation is lowered in such a situation, there is a danger that some actors may decide to forgo taking safety and security measures. To counteract this, those actors who demonstrate a “good faith effort” to mitigate harm can be used to reduce damages paid.

Jurisdictions like the EU have set up bodies like the Group of Experts on Liability and New Technologies to reconcile existing liability systems with
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new technological systems like AI. In its report “Liability for AI and other emerging digital technologies”, the Group of Experts listed the duties of “operators” of AI systems, whose infringement would induce fault-based liability. These duties include a) choosing the right system for the right task and skills, b) monitoring the system and c) maintaining the system. While the Report maintains that the burden of proof should be on the plaintiff, it recognises that in certain circumstances where there is a disproportionate difficulty in establishing that a standard of care was breached, this burden can be reversed.

Product liability on its own cannot address the host of issues surrounding AI regulation. Product liability kicks in only post-deployment and, importantly, is limited to individual cases rather than the whole ecosystem of AI regulation. **Product liability is still a useful regime to address some aspects of AI regulation and should not be abandoned.**

We recommend that, like the EU, the new oversight body should study how the Consumer Protection Act interacts with products and services that incorporate technologies like AI, and make recommendations as to how the product liability framework can be applied to emerging technologies.
Evaluating the council for ethics and technology
Evaluating the council for ethics and technology

The NITI Aayog has proposed that the risk-based regulation of AI in the country will be managed by the Council for Ethics and Technology. The Council, however, does not have the statutory power traditionally accorded to oversight bodies to give them some regulatory bite. Key pieces of information related to the location of the oversight body and its relationship with sectoral regulators are missing from the Working Document. These have to be provided if we are to assess the extent of influence and independence of such a body. The Working Document also needs to address features of the modern regulatory regime of transparency, accountability, consultation and reason-giving.

2.1 Understanding the nature and functions of regulatory oversight bodies

Regulatory oversight bodies (ROBs) have become a popular institutional arrangement in systems that have adopted the practice of Regulatory Impact Analysis (RIA). These bodies are usually set up “in order to reduce the costs and ancillary risks, increase the benefits, promote cost-effective instrument choice, encourage consistency and transparency, ensure accountability and equity, and improve the overall social outcomes of Regulation.” ROBs have oversight over the functioning of other regulators
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and ensure that any regulation produced has a sound economic rationale, i.e., complies with ex-ante and ex-post RIAs. To enable ROBs to perform such a function, communication channels with sectoral regulators must be well established.76 Thus, these bodies are usually (but not necessarily) centrally located and act as umbrella institutions.

Across the OECD countries ROBs have been situated in industry, economics or commerce bodies, budgeting and auditing offices and even cabinet offices. The closer to the centre the ROB is located, the greater is its influence. However, the first level of RIA is still conducted by the line ministry, and so the process is decentralised to a large degree. However, in many of the countries, guidance documents are provided by the ROB to the line ministries.77

ROBs need sufficient time to reach carefully deliberated decisions. They should strive to provide well-defined recommendations based on which regulators can take concrete steps. ROBs should also have the autonomy to recommend that regulators reconsider their decisions and work with them in an advisory position to ensure capacity building.78 The OECD categorises the functions of ROBs broadly as follows: quality control (scrutiny of process), identifying areas of policy where regulation can be made more effective (scrutiny of substance), systematic improvement of regulatory policy (scrutiny of system), coordination (coherence of approach in the administration), and guidance, advice and support (capacity building in the administration).79

Due to the nature of their functions ROBs are usually staffed with technical experts, particularly but not limited to economists. It has been argued that the use of experts is a way to maintain the independence of the oversight body.80 Expertise is also used to signal legitimacy.
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2.2 Unpacking the relationship between the oversight body and sectoral regulator

The Working Document has proposed an oversight body which will be staffed with experts to interface across ministries. This emulates the institutional set-up that exists to enforce RIAs. Although India has independent regulators who were intended to work towards technocratic solutions (something like an RIA), at arm's length from politics, an oversight body was never set up. The NITI Aayog’s proposed institutional arrangement for the regulation of AI has no precedent it can learn from. Therefore, the role of the oversight body in relation to guiding the risk assessment process must be set out in greater detail.

One of the stated functions of the oversight body, i.e., Council for Ethics and Technology, will be to coordinate approaches across various regulators and assist regulators in identifying risks. Further, an ethics committee may be constituted to conduct the risk assessment (assess the potential for harm and benefits) and lay out a plan for risk mitigation. Traditionally, however, it is the line ministry that makes the first level of assessment (with assistance from the oversight body) after which the assessment is evaluated by the oversight body. In some countries as indicated above, oversight bodies have the power to reject a risk assessment conducted by a line ministry. The advantage of this is that it ensures the independence of the sectoral regulator. Since the NITI Aayog Working Document presumably relies on the enforcement powers of sectoral regulators, allowing the latter to conduct the first level of assessment could enrich capacity building, especially since many of the sectoral regulators in India do not have the experience of governing newer technologies like AI. Besides, since the oversight body also monitors private actors, guiding risk assessments for both sectors may be too burdensome for the body.

In other jurisdictions an institutional ecosystem has been created to manage the many facets of regulating digital technologies, including AI. The UK has an Office of Artificial Intelligence (which is part of the Department for Digital, Culture, Media & Sport and the Department for Business, Energy
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& Industrial Strategy), that issues relevant guidelines. For example, it has issued Guidelines for AI Procurement\(^83\) by public sector bodies and a Guide to Using Artificial Intelligence in the Public Sector,\(^84\) amongst others. The UK also has a Centre for Data Ethics and Innovation (CDEI) which is an independent advisory body (Under Department for Digital, Culture, Media & Sport) tasked with analysing the opportunities and risks of data-driven technologies. Spain has a Secretary of State for Digitalisation and Artificial Intelligence which operates under the Ministry of Economic Affairs and Digital Transformation.\(^86\) The country also recently constituted an Artificial Intelligence Advisory Council whose key members include the Minister of Economic Affairs and Digital Transformation as well as the Secretary of State for Digitalisation and Artificial Intelligence.\(^88\) We could also benefit from the above approaches, which seeks to set up a constellation of state actors that manages various aspects of regulating AI.

Since India is only now setting out to contend with the regulatory issues thrown up by emerging tech, the regulatory landscape is still marked by critical lacunae. **Therefore, leaving the oversight body without any bite is a missed opportunity for concrete regulation.** Other civil society organisations have also echoed the proposal for a stronger oversight body. The Internet Freedom Foundation recommends that the Council for Ethics and Technology must have regulatory powers akin to those which are envisioned for the Data Protection Authority under the Personal
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Data Protection Bill, 2019\(^89\) Regulatory powers are also important if the Council for Ethics and Technology is to satisfactorily carry out its duties. For instance, it will have to request/demand information from both public and private actors, and will need regulatory powers to do so.\(^90\) Similar charges were levied against the CEDI which also only performs an advisory function. Scholars have argued that the need for a cross-sectoral regulator for emerging technology like AI will arise, and it would be wise to equip the oversight body when it is established rather than wait to do it a later time.\(^91\) In the case of the UK however, the CEDI is envisioned to become a statutory body, in which case it will eventually also have statutory powers.\(^92\)

In countries that do not want only an advisory oversight body, efforts have been made to strengthen the existing regulatory landscape and buffer it through the addition of new regulators when required. The German Data Ethics Commission plays a distributed supervisory role amongst sectoral regulators, but has recommended that in order to prevent any gaps in supervision, the government identify areas where there is no sector-specific expertise available. Once identified, it notes that the state may find that existing regulators can be assigned new areas where compatible (especially the data protection authority). However, it notes there may still be a need to establish new regulatory bodies when required.\(^93\) On a similar note, the Danish Government intends to set up an inter-ministerial working group to identify gaps in the existing legislative framework and determine the need for new legislative initiatives to address AI governance. India still does not have a Data Protection Authority, a body most suited to shoulder some of the regulatory burden with regard to emerging tech, and therefore it is


critical that we have a strong oversight body in this field. **We thus support the idea that the oversight body will monitor existing policies and regulation gaps and inconsistencies, based on which it will make recommendations. But also suggest that some thought be given to strengthening the oversight body to provide it with not just advisory but also enforcement powers.**

### 2.3 Instituting measures for independence, transparency and accountability

**Transparency, openness, consultation and reason-giving are characteristics of modern regulatory systems.**

Important features of a regulatory system that serve these functions are missing from the NITI Aayog Working Document. Additionally, the Working Document gives little indication of where the oversight body will be located. Would it be centrally located within the NITI Aayog? Or, for instance, the Prime Minister’s Office (PMO)? Or would it be spread across ministries that are most impacted by AI, such as Labour and Employment, Law and Justice, Minority Affairs, Transport, Social Justice and Employment, Information and Broadcasting, Commerce, and Industry, and Finance? The decision of where to situate the oversight body must be made carefully, for although situating it closer to the centre, for instance the PMO, would give it greater power, it would also make it easier to usurp control from the body. **Without the location of the body, the source of funding for its operations, which is an important component of its independence, is unknown.**

In the case of the UK, the Framework Agreement between the Department for Digital, Culture, Media & Sport and the CEDI, states that the latter will be funded by the Department. The Chair of the CEDI and the Secretary of State for Digital, Culture, Media and Sport also work closely to determine CEDI’s work programme and an Independent Board set up by the Secretary of State is tasked with checking the CEDI’s delivery against its objectives.  
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The Council for Ethics and Technology is expected to be staffed with experts across fields (including computer science and AI, law, sectoral experts, humanities, and representatives from industry, standard setting bodies) and civil society. **However, expertise cannot be the sole bulwark of independence. There is unfortunately no mention of the appointment procedure, tenure or remuneration, all factors that influence the independence of the chairperson and members of the Council for Ethics and Technology and ethics committees.** In the Framework Agreement mentioned above, appointment procedures to the CEDI are clearly laid out and so are the interactions between CEDI and government bodies.  

Further, while it is important for the oversight body to have defined relationships with regulatory agencies, it is also necessary to protect the body from being used instrumentally by regulated entities (private actors) to influence sectoral regulators.

On the question of openness and transparency, again provisions have been made in the Framework Document expressly subjecting CEDI to The Freedom of Information Act 2000. Likewise, the proposed Council for Ethics and Technology and ethics committees that may be constituted to review public procurement must be subject to the Right to Information Act, 2008. In a step towards transparency, the Working Document states that every review must be documented, including the risks identified, mitigation strategy, and comments from the committee members. Whether this will be accessible by the general public, however, has not been stated. In the UK, apart from publishing its annual work programme and report, the CEDI also makes public the recommendations and actions taken by the government related to data and AI, particularly action taken to address barriers to ethical use. In the UK, if recommendations cannot be made public, the Framework Agreement states that the reason must comport with a legislative exception to access to information.

Public participation is an important component of democratic decision-making and can go a long way in engendering trust. The Working Document does specify engaging with local communities
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and civil society to monitor the impact of the deployment of AI on them. There is unfortunately little detail about how local communities will be engaged. Emanuel Moss et al. note that badly designed public engagement strategies can “flatten asymmetries in agency, power, voice, and vulnerability.” If public consultation is not meaningfully designed at best it is a farcical performance of care, but at worst can end up endangering vulnerable populations by making their vulnerability legible to bad actors.  

2.4 Unpacking the use of standards and self-regulation by the private actors

To regulate the private sector, the NITI Aayog Working Document suggests using a combination of self-regulation and mandatory compliance in cases of ‘high-risk’. Apart from the complexities of defining ‘high-risk’, the reliance on self-regulation through the adoption of standards, can easily slip into no-regulation.

Professor Julie Cohen observes that the regulatory state in the information age is typified by technical standard setting, which is unfortunately often secretive and averse to public scrutiny.  

The overwhelming focus on standards set by technical bodies also does not hold up well against rule of law traditions which require the law to be publicly made, reasoned, contestable, and transparent to those it affects. The state here loses its legislative capacity and is reduced to a managerial role, to steward the processes of privatised regulation. Cohen notes that compliance with standards can be easy to establish, but what that means substantively can be hard to translate to the public or even regulators. We urge that the oversight body evaluate the processes of standard-setting bodies for public engagement and inclusivity prior to adopting any
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standards developed by them. Technical systems tend to make values such as fairness and justice so abstract they lose meaningful application.\textsuperscript{103} The design of AI systems to account for fairness, accountability and transparency may have once been a technical endeavour, but lawyers, philosophers and social scientists, amongst others, are increasingly weighing in to push technical systems to address socio-political dimensions,\textsuperscript{104} or to argue against technical solutions in the first place.\textsuperscript{105}

**Self-regulatory mechanisms which may operationalise these standards also suffer from a democratic deficit.** These mechanisms often lack transparency, accountability and consultation with interested parties that are not part of industry. Many also consider self-regulation, such as Facebook’s Oversight Board, an attempt to “stave off actual government regulation” that is designed to serve narrow business interests or worse, is just a public relations mechanism to fend off actual responsibility to users.\textsuperscript{106}

**If self-regulation is to be seen as a legitimate process, it must include some degree of public participation and a commitment to enforcement.**\textsuperscript{107} Further, self-governance mechanisms should be subject to the purview of an independent body and should set up mechanisms for internal and external transparency. Gijs Leenders, for instance, notes that the Partnership on AI (PAI) has no mechanisms in place to monitor compliance with its principles or means of enforcement. This is to be expected since many of the members of PAI are industry rivals.\textsuperscript{108}
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In conclusion, we agree with Professor Cohen’s conclusions that while it is necessary that regulatory mechanisms evolve to keep pace with emerging technology, **issues related to the lack of accountability and effective governance are related to institutional design, and the public must have a say in such design.**\(^9\) While we are aware of the problem of regulatory burden, especially on start-ups and SMEs, we recommend that the NITI Aayog flesh out mechanisms to buttress private sector regulation through some independent oversight by the state (independent) across risk profiles. For example, Denmark has a legislative proposal that mandates private companies to disclose their data ethics policy and even institutes a fine for non-compliance.\(^10\)

Not all ethics oversight bodies work on the evaluation of risk. The terms of reference for CEDI states that the Centre will: 1) Analyse and anticipate risks and opportunities; 2) Agree and articulate best practice; and 3) Advise on the need for action.\(^11\) Though the CEDI is expected to take decisions that are based on evidence and account for economic impacts of a regulation, it is not constrained to a risk-based analysis.\(^12\) Furthermore, even when the ethics oversight body does adopt a risk-based approach, it is not merely or even primarily an economic calculus designed to ensure that innovation is not deterred, but also an effort to protect legal rights including human rights and democratic principles. Germany’s Data Ethics Commission recommends a risk-based approach to AI regulation, but uses a more holistic assessment of risk that accounts for ecological, social, psychological, cultural, economic and legal dimensions.\(^13\) Though the NITI Aayog Working Document adopts a risk-based approach, we urge that it expands the notion to risk beyond efficiency metrics and accounts centrally for qualitative considerations of re-distributional justice, human rights and constitutional principles. While a regulatory system may have to conduct a
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stringent cost-benefit analysis prior to initiating regulatory action, Dubash and Morgan reflect that, in reality, these regulators sometimes have to make room for political considerations that are often legitimate. The role of the regulator then is not to shield decision-making from politics but to create synergies between the regulatory state and the political environment. “In other words, the regulatory state should play a role in creating the conditions for political rather than only technocratic and apolitical deliberation.” Such an approach also allows regulators to factor in considerations for redistribution that are particularly salient in the global South.\textsuperscript{114}
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Part 03

Moving towards anticipatory governance and responsible research and innovation

3.1 Introduction to responsible research and innovation

The scientific and research community has also been supporting arguments in favour of shifting from the “governance of risk” to the “governance of innovation” through “a more collective stewardship of science and innovation”.  

This idea of anticipatory governance emerged as a re-orientation towards upstream governance in the early 2000s. Anticipatory governance implies that effective action is based on more than just sound analytical capacities and relevant empirical knowledge. It emerges out of a distributed collection of social and epistemological capacities, including collective self-criticism, imagination, and the disposition to learn from trial and error. Anticipation implies an awareness of the co-production of socio-technical knowledge and the importance of richly imagined socio-technical alternatives that might inspire its use. Versions of upstream governance such as the Responsible Research and Innovation (RRI) have picked up steam, as a consequence.
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of waning public trust in science and innovation. Here, responsibility functions as a value that guides institutional design, rather than a rule.

Innovation when applied at scale necessarily changes settled ways of doing things. Evelien de Hoop et. al explain that “innovation can only be responsible if it takes into account what has to be sacrificed during innovation”.

### 3.2 Components of RRI

Early articulations of RRI recognised that there was a need to evolve from ‘science in society’ to ‘science for society, with society’; equal attention should be paid to the purposes and intentions behind innovation and what we want science and innovation to do, and to understanding the benefits and risks of the intended and unintended consequences of the products of innovation.

RRI notes that deciding the purpose of innovation is a deeply political question, and advocates for democratic deliberations around it. These processes should be institutionalised in science and innovation policies so that innovation can be guided to socially desirable ends. Richard Owen et. al., identify three main characteristics of RRI: anticipation - to investigate socio-economic, environmental and other impacts; reflection - to gain an awareness of underlying purposes, assumptions, assumed risks etc.; and deliberation - on the process of reflection through engagement with the public and relevant stakeholders. The authors also note that RRI “confers new responsibilities not only on scientists, universities, innovators and businesses, but also on policy makers and research funders.” As characterised by Owen, responsibility
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is not a consequentialist rule but a value to be realised “in the context of innovation as a future-oriented, deeply uncertain, often complex and always collective phenomenon.”

RRI envisions a role for public and civil society participation throughout the innovation cycle and elevates social, ethical and environmental impacts to that of commercial and technical factors in assessing innovation.

The governance and management of risk to contain negative consequences has been the predominant approach of tech policy, but RRI seeks to align itself with what has traditionally been the focus of public policy i.e., searching for positive rights impact. René von Schomberg notes that the key question then becomes: what would be the “right” impacts of research and innovation policy? RRI challenges the assumption that investing in research and innovation will automatically benefit society. Instead, innovation needs to be actively steered towards meeting socially beneficial ends. Schomberg then proposes two dimensions to RRI - product and process. With regard to the product dimension (in the context of the EU) the following are identified as lodestones of innovation: fundamental values of the EU charter on fundamental rights, EU’s objective of sustainable development, and the normative values embedded in the Treaty on European Union, such as ‘quality of life’, ‘equality among men and women’ etc.

The process dimension advocates for a participative approach to innovation through which innovators become responsive to the public. Various methods of public participation, such as consensus conferences, public hearings and citizen forums in research and innovation found a place in the 2001 White Paper from the EU on ‘European Governance’. More recently, Horizon 2020 a research and innovation funding programme from the EU has incorporated the RRI framework with public engagement as its major component.
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Promoting product and process dimensions of the RRI framework can form a part of the functions of the new Council for Ethics and Technology, by interfacing with government and private funders of science research.

### 3.2.1 Product dimension in the Indian context

Research and innovation should be guided by the responsible AI principles identified by the NITI Aayog, along with constitutionally enshrined values promoting social and economic justice and civil-political rights. The innovation ecosystem in the country should not only refrain from violating these principles (mitigating harm) but seek to promote them.\(^\text{125}\)

### 3.2.2 Process dimension in the Indian context

Although India has witnessed some popular citizens’ movements to counter the emergence of new technologies (eg., the protests against the introduction of Bt brinjal), Yandong Zhao et. al., observe that the practice of public engagement in science and technology in the country remains underdeveloped.\(^\text{126}\) The Science, Technology and Innovation Policy, 2013 developed by the Department of Science and Technology, emphasised a shift from an input-driven model to a development-led model of innovation, that included open dialogue through which “People and decision makers must be made aware of the implications of emerging technologies, including the ethical, social and economic dimensions.”\(^\text{127}\) The Department is now in the process of drafting the new Science Technology and Innovation Policy, 2020.\(^\text{128}\) The hope is that experiences of using


technology to address issues arising from the pandemic will serve as a teaching point to shine a light on the importance of public participation in research and innovation. We appreciate the efforts taken in the Working Document to incorporate public engagement, such as working with local communities to understand the impact of AI on the ground, including members from the stakeholder community (user community) in the ethics body as well as staffing the oversight body with members of civil society. We think similar efforts should also be made to ensure various forms of public engagement in the upstream governance of research and innovation. Ultimately if the RRI process is infructuous it could be indicative that the innovation process should be stalled.\textsuperscript{129}